
OPINION

A better approach for dealing with reproducibility
and replicability in science
James D. Nicholsa,1, Madan K. Olia, William. L. Kendallb, and G. Scott Boomerc

Science impacts our daily lives and guides national
and international policies (1). Thus, results of scientific
studies are of paramount importance; yet, there are
concerns that many studies are not reproducible or
replicable (2). To address these concerns, the National
Research Council conducted a Consensus Study
[NASEM 2019 (3)] that provides definitions of key con-
cepts, discussions of problems, and recommendations

for dealing with these problems. These recommen-
dations are useful and well considered, but they do
not go far enough in our opinion. The NASEM rec-
ommendations treat reproducibility and replicability
as single-study issues, despite clear acknowledge-
ment of the limitations of isolated studies and the
need for research synthesis (3). We advocate a strategic
approach to research, focusing on the accumulation of
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evidence via designed sequences of studies, as a
means of dealing more effectively with reproducibility,
replicability, and related problems. These sequences
are designed to provide iterative tests based on compar-
ison of data from empirical studies with predictions from
competing hypotheses. Evidence is then formally accu-
mulated based on the relative predictive abilities of the
different hypotheses as the sequential studies proceed.

In many disciplines, single studies are seldom ade-
quate to substantially increase knowledge by themselves.
Examples of Platt’s (4) “crucial experiments,” which are
capable of definitively discriminating among competing
hypotheses, can be found but are rare. Thus, we view
individual study results as building blocks and the accu-
mulation of evidence as requiring multiple studies of the
same phenomena (5–7). This view can be incorporated
strategically into research planning by developing se-
quences of studies to investigate focal hypotheses.

Here we emphasize the comparison of study re-
sults with model-based predictions as more useful to
science than the comparison of results of different
pairs of studies. The latter approach produces conclu-
sions about whether two studies do or do not yield
similar results, whereas the former leads to accumu-
lated assessments of confidence in specific hypotheses
and their predictions. When we entertain multiple plau-
sible hypotheses (8), the task is to track the relative
confidence in them as assessed by their relative predic-
tive abilities as study results accumulate. We propose
programs of inquiry designed to progressively and

adaptively test model-based predictions for the pur-
pose of accumulating evidence.

A Strategic Approach
Problems of reproducibility and replicability can be dealt
with using strategic approaches that promote and ac-
celerate the accumulation of evidence. One methodo-
logical approach, referred to as “evolving information
state” [EIS (9)], is based onmultiple hypotheses and their
associated models. At any point in time, t, each model
carries an associated “model weight,” reflecting the
relative degree of confidence in that model, based on its
predictive ability assessed before t (Fig. 1). The infor-
mation state is the vector of model weights, expressing
the current confidence in the different models that has
accumulated through that point in time. Weights, and
thus relative confidence, are updated with the results of
each new study or data set, using Bayes’ theorem to
combine the previous weight (confidence accrued be-
fore t) with a measure reflecting the degree to which
each model predicted the new data (e.g., 9, 10). Fur-
thermore, optimal design of each new study in the se-
quence is conditional on the current model weights. If a
useful hypothesis is included in the set, then the weight
associated with its model should approach 1 as evidence
accumulates, whereas the weights associated with the
other models should approach 0.

An example of the EIS approach is a 25-year man-
agement program for mid-continent North American
mallard ducks (Anas platyrhynchos) led by the US Fish
and Wildlife Service [USFWS (9, 11)]. The program was
designed to simultaneously provide the information to
make wise decisions about annual hunting regulations
and discriminate among competing models (i.e., learn)
about the specific population-dynamic effects of differ-
ent regulations. For every year of this ongoing program,
each of the four models is used to develop a prediction
about breeding population size the next spring (year
t+1), given the estimate of current (year t) breeding
population size (based on a large-scale monitoring pro-
gram) and the hunting regulations selected for the fall–
winter hunting season of year t. In the following breeding
season (year t+1), each of the model-based predictions
from the previous year is compared with the new esti-
mate of population size, and Bayes’ theorem is used to
update the previous model weights with the new infor-
mation about predictive ability. Fig. 2 shows the annual
population estimates and model-based predictions, as
well as the evolution of the information state.

USFWS initiated the program with equal model
weights (maximum uncertainty), and two of the models
now have weights approaching 0. Of the remaining two
models, one hasmore than twice theweight of the other.
We note that the evolution of model weights shown in
Fig. 2 occurred in a management program within which
hunting regulations were established to achieve man-
agement objectives rather than to learn (9, 11). Appli-
cation of this approach to programs focused on learning
would entail making periodic (e.g., annual) decisions
about system manipulations, focal parameters to esti-
mate, covariates, etc., based on the objective of accu-
mulating evidence to permit model discrimination.

Fig. 1. In this schematic diagram of the “Evolving Information State” approach,
the pie charts at each time step represent the evolution of the information state.
The relative sizes of the different pie slices reflect the evolving model weights
associated with the three hypotheses. Hypothesis 1 consistently provides
predictions that are best supported by the data of the successive studies and thus
attains more and more weight through time. Optimal design of each study
depends on the current information state.
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Reproducibility and Replicability
NASEM 2019 defines reproducibility “to mean com-
putational reproducibility—obtaining consistent compu-
tational results using the same input data, computational
steps, methods, code, and conditions of analysis” (3).
Recommendations include increased access to data and
detailed descriptions of computational steps but do little
to address such important sources of variation as model
specification and selection. Reproducibility is defined for
single studies, and if we follow a multiple-study approach
to the accumulation of evidence, then a focus on repro-
ducibility would minimally entail checking for consistency
of some sample of component study results. This could
be done, and discrepancies would likely be found.
However, it is not clear how to use such information to
inform future lines of inquiry or accumulate evidence.

We view lack of reproducibility as simply one of
multiple sources of variation that influence replicabil-
ity, the key concept underlying the accumulation of
evidence. Other sources, such as specification of the
focal hypotheses/models and appropriate deduction
of predictions, are likely to be at least as important in
reducing problems of replicability. Approaches to the
accumulation of evidence should accommodate these
different sources of variation and permit useful infer-
ence, even in their presence.

NASEM 2019 defines replicability as “obtaining
consistent results across studies aimed at answering
the same scientific question, each of which has
obtained its own data,” and discusses comparing re-
sults and “assessing replication between two results.”
In science, we believe that “results” should refer to the
degree to which predictions of one or more models,
and their associated hypotheses, are consistent with
data collected either to assess the reasonableness of
the model(s) or to discriminate between two or more
competing models. Repeating a study provides ad-
ditional evidence for or against the predictive abilities
of the focal hypotheses. When considering results of
two similar studies, we believe that the focus should
not be on their comparison but rather on their re-
spective consistency with hypothesis-based predic-
tions, and on combining these assessments of consistency
to obtain an overall weight of evidence. Indeed, rep-
licated consistency (or not) with hypothesis-based
predictions provides the ultimate evidence of replicability.

Preregistration of studies has been recommended
as one approach to improving replicability (3). Under
preregistration, a priori hypotheses and methods of
assessing them are specified before initiation of the
study to clarify whether a result is based on an “ex-
ploratory” versus a “confirmatory” analysis. We pro-
pose the additional proactive step of moving beyond
individual studies to programs of inquiry in which re-
searchers test specified hypotheses repeatedly in a
progressive sequence of studies designed specifically
to accumulate evidence.

The section of NASEM 2019 that deals with research
synthesis represents an effort to focus on evidence from
multiple studies. “In current use, the term research syn-
thesis describes the ensemble of research activities in-
volved in identifying, retrieving, evaluating, synthesizing,

interpreting, and contextualizing the available evidence
from studies on a particular topic and comprises both
systematic reviews and meta-analyses” (3). This shift of
focus to evidence from multiple studies is useful. How-
ever, the retrospective approach based on existing
studies is limiting. Retrospective approaches to research
synthesis are based primarily on existing publications
and must deal with issues such as publication bias, in
which results of published studies are not likely to be
representative of all studies directed at selected hy-
potheses. Commonly cited approaches developed to
detect and deal with publication bias have drawbacks.
A shift to a prospective approach, in which researchers
design and conduct sequences of studies to accumu-
late evidence on a specific topic, eliminatesmany of the
problems with meta-analyses (9).

NASEM 2019 contains some statements acknowl-
edging the importance of accumulating evidence
from multiple studies, e.g.,

“Some would argue that focusing on replication
of a single study as a way to improve the effi-
ciency of science is ill-placed. Rather, reviews of
cumulative evidence on a subject, to gauge both
the overall effect size and generalizability, may
be more useful” (3).
Learning in geoscience and weather prediction is

described as based on probabilistic forecasting and
evidence accumulation (3). Thus, glimpses of our view
of how science can be conducted are found scattered
throughout the report, but they are not dominant, do
not provide the basis for report recommendations,
and provide no details about how programs to accu-
mulate evidence might be implemented.

Approaches focused on accumulation of evidence
are useful for addressing a number of issues associated
with replicability. One source of nonreplicability is “prior
probability (pre-experimental plausibility) of the scientific
hypothesis” (3). EIS formalizes this concept and uses it
explicitly in updating model weights and accumulating
evidence. Rather than using “pre-experimental” beliefs,
plausibility is based on previous predictive ability. The
reporting of uncertainty associated with study results is
often emphasized (3), but we should specify how such
reports are to be used. The Bayes’ theorem approach for
updating model weights explicitly incorporates uncer-
tainty associated with both the model-based predictions
and the modeling process used to assess the degree of
correspondence between data and predictions. Greater
uncertainty may slow the rate of learning but does not
otherwise alter the accumulation of evidence.

Preregistration of proposed investigations has
been recommended to clarify interpretation of study
results (3). EIS represents a proactive approach to
sequences of studies, admitting the possibility of

We propose the additional proactive step of moving
beyond individual studies to programs of inquiry in which
researchers test specified hypotheses repeatedly in a
progressive sequence of studies designed specifically to
accumulate evidence.
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design considerations to speed accumulation of
evidence. When more than two models are being
considered, the information state is an important
determinant of optimal design (9), formalizing the
use of “pre-experimental plausibility” (3) in study
implementation.

EIS and related approaches to accumulate evi-
dence largely deal with the issues of reproducibility
and replicability. Important sources of uncertainty
that decrease reproducibility (e.g., model selection,
incorporated stochasticity) are dealt with directly
during the updating process. Accumulation of evi-
dence shifts the focus from replication of results of
one study by those of another, to the ability of a
hypothesis to consistently predict data arising from
multiple studies. Study system characteristics that
reduce replicability such as complexity, noise, and
absence of stability (3) do not preclude accumulating
evidence but simply slow the process. Avoidable
sources of nonreplication (3) are either rendered ir-
relevant (e.g., publication bias) or else simply slow
the rate of accumulation of evidence (e.g., poor
design, errors).

Making Progress
In addition to the many useful recommendations that
have already been made to researchers for improving
reproducibility and replicability (3), we recommend that
researchers deemphasize isolated studies and instead

contribute to programs of sequential studies directed at
accumulating evidence. We appreciate that this rec-
ommendation is easier said than done, but we believe
that existing long-term research and monitoring pro-
grams are pre-adapted for such contributions, as illus-
trated in our mallard example. Researchers can form
consortia focused on specific questions. Isolated re-
searchers not integrated into such programs can par-
ticipate by designing their own studies to contribute to
model discrimination (12, 13). Differences in study de-
signs selected by different investigators offer no con-
ceptual problems, as long as the studies are directed at
discrimination among the models (or a subset of them)
in the specified set.

Existing recommendations for academic institu-
tions and national laboratories emphasize provision of
training (3). In addition, we believe it would be very
useful if administrations of scientific institutions would
shift their reward systems from emphasis on stand-
alone studies to programs designed to accumulate
knowledge.

NSF and other research funders have been asked
to require more detailed descriptions of methods and
data and to fund research exploring computational
reproducibility, developing standard computational
tools, and reviewing published work to assess repro-
ducibility and replicability (3). We believe that NSF
and other funders can also play an important role in
shifting our scientific culture from that of one-and-done
studies to carefully designed sequences of studies.
Such a shift would providemotivation for researchers to
become integrated into larger programs designed to
accumulate evidence. Such top-down emphases on
accumulating evidence could be very effective and
would deal naturally with many of the problems of
reproducibility and replicability.

The final recommendation made in NASEM 2019 is
for policy makers and the general public: “Anyone
making personal or policy decisions based on scien-
tific evidence should be wary of making a serious
decision based on the results, no matter how prom-
ising, of a single study.” However, the appropriate
advice to decision makers is not simply to be wary or
to wait until uncertainty is resolved (unlikely in many
cases) but rather to invoke decision algorithms and
methods developed specifically to deal with uncer-
tainty (12–14). Some approaches produce good de-
cisions while simultaneously reducing uncertainty, and
the concept of expected value of information iden-
tifies the value of such learning (10, 15).

In recent years there has been a growing recogni-
tion that scientific progress is slowed by problems in
the conduct of science, as evidenced by the frequent
inability to reproduce or replicate results of published
studies. We believe that many problems with repro-
ducibility and replicability are natural consequences of
conducting isolated studies, as opposed to studies
designed to contribute to an overall body of evidence.
We recommend formal approaches for accumulat-
ing evidence by conducting planned sequences of
studies. This overall recommendation leads to spe-
cific recommendations for individual researchers,
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Fig. 2. The diagram shows time-specific comparisons of observations and model-
based predictions, and the corresponding evolution of model weights, for mid-
continent mallard ducks. Upper panel, population estimates of midcontinent
mallards (in millions) compared with predictions of each member of the model set
(SaRw = additive mortality and weakly density-dependent reproduction, ScRw =
compensatory mortality and weakly density-dependent reproduction, SaRs =
additive mortality and strongly density-dependent reproduction, ScRs =
compensatory mortality and strongly density-dependent reproduction). Error
bars represents 95% confidence intervals for observed population estimates. The
arrow represents a weighted mean annual prediction based on the entire model
set. Note that the mallard breeding population was not observed in the spring of
2020. Lower panel, annual changes in model weights for each member of the
model set (the information state); weights were assumed to be equal in 1995.
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associated institutions, funding agencies, and policy
makers.We believe that a shift from a culture of isolated
studies to a more integrated approach to science will

lead to more rapid learning and, as a byproduct, im-
prove and largely deal with the problems of re-
producibility and replicability.
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